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Abstract

Melanoma is the rare and life threatening skin cancer and it is hard to diagnose

because of the similarity between the melanoma and non-melanoma lesions. It is

diagnosed by the expert dermatologists using various medical imaging techniques.

The dermoscopy imaging technique is widely used by doctors which is non-invasive

medical imaging technique. However, it is still difficult for a dermatologist for di-

agnosing melanoma due to the very minor differences between a melanoma and

non-melanoma skin lesion. Melanoma has further four subtypes and Acral Lentig-

inous Melanoma is one of the rare melanomas. This type of melanoma occurs on

palms and soles of human body which is more common in Asians and Africans.

Most of the research in skin cancer diagnosis is related to classifying the lesions into

melanoma and non-melanoma. Very limited work is done in further classification

of subtypes of melanoma. In this research work we applied deep convolutional

neural networks to classify the skin cancer into subtype of melanoma. We de-

veloped a deep learning based system to classify the dermoscopic images of skin

cancer into acral melanoma and acral benign nevus. We have used dermoscopic

images dataset of skin lesions from Yonsei University Health System South Korea

for classification of skin lesions into acral lentiginous melanoma and acral benign

nevus. We applied various image processing and data augmentation techniques to

develop a robust automated system for acral melanoma detection. Due to acral

melanoma’s infrequent occurrences, limited data is available so its early diagnosis

is hard. To overcome this problem, we applied data augmentation technique to de-

velop an enhanced large dataset to train a deep learning model. Our convolutional

neural network achieved an accuracy of 91% on unseen test dataset. Additionally,

this enhanced dataset was used to train three different deep learning models which

are AlexNet, Mobile Net V2 and ResNet-18. They achieved an accuracy of 95%,

93% and 97% respectively. From our analysis and results we found that our models

performed well and these models were able to classify the skin cancer efficiently.

Our findings prove that the automatic feature learning models can be used by

dermatologists in clinical decision making process for early diagnosis of the acral

melanoma using dermoscopic images.



Chapter 1

Introduction

The skin is body’s largest organ and consists of two layers which are the dermis

and epidermis. The epidermis is a meager layer of cells and over the inner dermis

forms a defensive layer. It acts to prevent ailments on the inner layers of the

skin. Melanocytes (skin cells) contain melanin that assimilates light vitality and

protects against the harmful effects of the sun’s bright rays. Melanin provides the

skin with a form of shade [25]

Skin cancer is the unrestrained irregular production of skin cells. It was discov-

ered by a French physician Rene Theophile Hyacinthe Laënnec (inventor of the

stethoscope) in early 1800s. It happens when unrepaired DNA injury to skin cells,

(most of the time produced by electromagnetic energy from sunshine or tannings

beds) activity changes, or inherited faults [21]. As a result the top of the skin cells

grow fast and procedure malignant tumors. Skin Cancer is categorized in major

two types which are melanoma and non-melanoma. Melanoma is a type of cancer

that begins in skin’s pigment control cells which are called melanocytes. The name

melanoma originates from Greek ‘melanose’ word. Which means black, reflective

or the dark pigmentation. Non-melanoma skin cancer refers to a group of cancers

in the upper layers of the skin that grow slowly. Most of the skin cancer occurs

due to exposure to sun and ultraviolet rays however, it can also occur on skin

which is not exposed to the sun or ultraviolet rays. The melanoma skin cancer

is further classified in four subtypes which are the nodular melanoma, superficial

spreading melanoma, acral melanoma and nodular lentigomaligna melanoma [38].

Whereas non-melanoma skin cancer is further classified into 2 major groups which

are: basal cell carcinoma and squamous cell carcinoma.

The Acral lentiginous melanoma is most common in people with darker skin such

as African, Hispanic and especially Asian ancestries [39]. It is not caused by

1
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the exposure to the sun. It nearly makes up less than 5% of melanoma skin

cancers [38]. Acral melanoma is a thin , flat spot of discoloured skin that is

sometimes dark brown or black. It normally expands outward over the surface of

the skin until it begins to develop down into the skin. It usually develops on the

soles or palms or under nails sometimes. This happens on the body’s non-hair-

bearing surfaces, which can or can not be exposed to sunlight. Acral lentiginous

melanoma is a result of malignant melanocytes at the membrane of the skin [31].

The pathogenesis of acral lentiginous melanoma remains unknown at this time. It

has a poorer prognosis compared to that of cutaneous malignant melanoma [39].

According to recent reports [35] the incidence of skin cancer is growing, with the

number of people dying from skin cancer every year almost doubling since 1990..

Among other cancer types, Melanoma is the deadliest which is responsible for

death of around 55,000 people each year [35]. At least 1 in 5 individuals diagnosed

with metastatic melanoma do not live more than five years, according to studies.

Detection and diagnosis of melanoma is a challenging due to visual similarity of

the cancer infected parts and normal moles even the most experienced doctors

cannot diagnose accurately [21]. Different medical imaging and biopsy techniques

are applied to diagnose the melanoma such as dermatoscopy, CT scans and ultra

sound. Out of these tests major tests are not required for early stage melanomas.

However, dermatoscopy is usually used to analyze the skin lesions for early diag-

nosis of the skin cancer specially melanomas and benign nevus [22]. The dermato-

scope contains magnifier, a transparent plate and a light source. These images

are captured for early detection of cancer. The dermatologists who are expert in

dermatoscopy can effectively diagnose the cancer.

So. there is also a major increase in the sensitivity (melanoma detection) as

well as the precision relative to the inspection of the naked eye. The accuracy

of the dermatoscopy was improved by up to 20% in the case of sensitivity and

up to 10% in the case of precision compared to the naked eye test. [22]. This

increases the precision of the dermatoscopy, reducing the incidence of needless

surgical excisions of benign lesions. However, human error is still possible and an

experienced dermatologist may misdiagnose the acral melanoma [39] which can be

serious life threatening problem as the visual difference between melanoma and

non-melanoma is zero sometimes.

To overcome this computer aided diagnosis methods can be utilized as they may

make zero percent mistakes in diagnosing. Image processing and vision based

machine learning techniques are widely used in computer aided diagnosis (CAD)

research where the dermoscopic images are analyzed through computer programs
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and results is obtained through these analyses which helps the dermatologists in

their early decision making which results in accurate diagnosis [23] [28]. Tradi-

tional machine learning techniques requires extracted features which are required

to classify and diagnose the skin cancer. However, this feature extraction process

is very difficult and time consuming. Most of the work in literature is related to

classification of melanoma and non-melanoma using image processing and machine

learning techniques. Very limited work is done in further sub-type classification

of skin cancer [15].

In recent years the trend has shifted to opt deep learning based models to perform

end to end diagnosing tasks where a medical image is provided along with label and

the model is trained on this data [7]. The main advantage of using deep learning

is that feature engineering or feature extraction step can be skipped which is

performed by the deep learning algorithms. This method results in robust and

improved performance of automated diagnosis systems.

In order to assist the dermatologists in melanoma diagnosis many computer based

diagnosis algorithms have been built which uses computer algorithms to diagnose

and help dermatologists in early detection of melanomas [5], [10]. Deep learning

algorithms such as CNNs and image processing techniques are the most important

part of common computer based medical systems [39]. The recent studies [34], [7],

[13] has proved the effectiveness of these algorithms in automatic detection tasks.

Upon reviewing the literature, we found that very limited work is done to diagnose

the acral melanoma because of its infrequent occurrences. The prior researches

[20], [32], [34] only focused on categorizing the skin lesions images into some cancer

subtype but they do not provide further information about the sub type of the can-

cer. For example [23] classifies the skin lesions into melanoma and non-melanoma.

Only few [38], [39] of the researchers have worked on acral melanoma detection.

The classification of melanomas in subtypes is very important for better diagnosis

and it can increase the survival rates.

To overcome the gap in literature, in this research we have designed and imple-

mented an automated end-to-end deep learning algorithm for diagnosis and clas-

sification of acral melanoma (AM) in dermoscopic images dataset. The method-

ology for the system development consists of (I) data pre-processing (II) deep

learning model development (III) training and (IV) testing. The dermoscopic im-

ages dataset was preprocessed using different image processing techniques and the

dermoscopic artifacts were removed for further analysis. To overcome the issue

of limited data we applied different transformations on our dataset to artificially

increase the images in dataset. After preprocessing and data augmentation the
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deep learning models were used to extract features followed by training of the

models on extracted features. Final step was to test the model on unseen test im-

ages dataset. Several convolutional neural networks were trained using enhanced

dataset and hyper parameter tuning was performed to enhance the accuracy of

the automated system. The objective was to achieve reasonable accuracy on un-

seen test data so that the computational model can be used effectively for acral

melanoma (AM) detection and prediction.

placeins



Chapter 2

Literature Review

With the advancement in technology and medicine, the researchers from all over

the world are developing and searching for effective automated systems for medical

uses. A common disease like skin cancer is fatal if not treated properly. Hence the

researchers from interdisciplinary fields like computer science, medicine, dermatol-

ogy and healthcare are working together to develop effective automated systems

for early diagnosis, treatment and prevention of fatal diseases. Cancer is a major

cause of mortality in the world which motivates researchers from different fields

to develop a thorough understanding of this fatal disease to prevent the deaths.

Since cancer has many types which further include subtypes, the computer sci-

ence researchers are developing and testing different medical imaging [36] and

deep learning-based techniques for early detection so a suitable treatment can be

planned in advance to save human lives.

2.1 Medical Imaging and Assessment of Melanoma

Melanoma skin cancer is diagnosed using numerous medical imaging techniques

which include both invasive and non-invasive techniques [8]. An invasive proce-

dure involves invading the body usually by cutting the body and inserting medical

instruments into the body to assess different diseases. A non-invasive technique

does not involve invading the body. Some of the medical imaging to diagnose

and determine the treatment are Chest x rays, Ultrasound, Computed Tomogra-

phy (CT) scan, Magnetic Resonance Imaging (MRI) scan, and Positron emission

tomography (PET) scan. Most of these techniques are used to determine the

treatment and may not require for early diagnosis.

5
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2.1.1 Dermatoscopy

The early diagnosis is performed using dermoscopy which is also called surface

microscopy where a skin lesion is analyzed under highly luminous and magnified

lens powered device called dermatoscope. Once a doctor decides whether the

skin lesion is melanoma than further skin biopsy techniques are applied where

suspicious lesion area is removed and lab tests are performed under microscope.

2.1.2 Skin Biopsy

There are numerous methods of skin biopsy such as shave biopsy, punch biopsy,

and optical biopsies. In shave biopsy top skin layers are shaved off using a tiny

surgical blade. In a punch biopsy, the doctor uses a circular cookie cutter as a

method to extract a deeper skin sample. While optical biopsy techniques do not

require skin samples to be removed, for instance, reflectance confocal microscopy

(RCM).

2.1.3 Chest X rays

This test may be performed to determine the metastatic melanoma in lungs. Acral

melanoma is malignant melanoma which possess the ability to metastasize hence

it can affect the nearby body organs hence chest x rays can be used to determine

whether it has spread to lungs or not.

2.1.4 Ultra Sound

Ultrasound uses sound waves to create images from the inside of the body on a

screen. This test could be performed to examine the lymph nodes adjacent to the

tumour, particularly if the tumours are enlarged. Ultrasound is a fast and simple

procedure and does not require exposure to radiation. Ultrasound is used to help

direct a biopsy needle to a suspected lymph node.

2.1.5 Computed Tomography (CT) Scan

The CT scan used x-rays to produce accurate, cross-section images of the body.

CT scans may reveal information in soft tissues such as the internal organs of

the body. This test can show whether any lymph nodes are swollen or whether

organs such as the lungs or the liver have unusual spots that may be caused by the

spread of melanoma. CT scans can also be useful to help direct a biopsy needle

to a suspicious region of the human body.
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Imaging Tech-
nique

PROs CONs

Dermatoscopy Non-invasive and helpful for
Early diagnosis

Requires expert doctor

Ultrasound quick and easy technique,
doesn’t require exposure to
radiation

Requires improved anatom-
ical knowledge and a formal
educational program.

Chest X Rays Can be used to deter-
mine whether melanoma
has spread to the lungs or
not

Exposure to high radiation
levels can have a range of ef-
fects

CT Scan can display the detail in soft
tissues

Needs exposure to radiation
and the use of a contrast
material

MRI Scan helpful for looking at the
brain and spinal cord

Must remain still in an en-
closed machine, problem for
claustrophobic patients

PET Scan Useful for detection of ad-
vanced melanoma

radioactive material is com-
bined with glucose, danger-
ous for Diabetes patients

Table 2.1: Medical Imaging Tests for Melanoma Dignosis

2.1.6 Magnetic Resonance Imaging (MRI)

MRI scans use radio waves and heavy magnets instead of x-rays to produce ac-

curate images of the body parts. MRI scans can be very useful in looking at the

brain and spinal cord and in testing whether or not melanoma has spread to these

organs.

2.1.7 Positron Emission Tomography (PET) Scan

A PET scan has the potential to indicate whether the cancer has spread to lymph

nodes or other areas of the body. It is most useful for the detection of advanced

melanoma in humans. For this examination, radioactive sugar is injected into the

body, which collects primarily in cancer cells. A special camera is then used to

take an image of the radioactivity areas in the body. Following table summaries

the techniques.
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2.2 Machine Learning based methods for melanoma

diagnosis

Researchers have used machine learning techniques for melanoma diagnosis. They

have designed and developed various feature extraction methods and classifica-

tion techniques for dermoscopic data. Various classification algorithms have been

applied on dermoscopic datasets such as ANNs and SVMs. Additionally, various

image processing approaches have been applied for pre-processing and artifacts

removal for better analysis of dermoscopic images.

2.2.1 Support Vector Machines (SVMs)

In a research by Hiam et al. [2] dermoscopy image database was preprocessed,

and segmented by utilizing threshold techniques. The feature were extracted us-

ing Gray Level Co-occurrence Matrix and ABCDE rule. Then classification was

performed using SVM. The results demonstrated 92.1% classification accuracy.

In another research conducted by Poornima et al. [28] authors presented a method

for the detection of Melanoma Skin Cancer using Image processing. The skin lesion

image was used as input to the algorithm after which image enhancement was

applied. The features were extracted using image processing and segmentation of

skin lesion images. These extracted features were used to classify the image as

melanoma or non-melanoma based on model prediction.

2.2.2 Artificial Neural Networks (ANNs)

Antony et al. [3] developed a machine learning technique to classify the skin

lesions. First the image was processed, segmented and features were extracted.

Finally, these features were used for classification. They have utilized a neural

network model for classification task.

In a separate research which was conducted by Praveenkumar et al. [29], they pre-

sented an automated system for melanoma skin cancer using ANN. They extracted

features of the segmented images using two dimensional 2D wavelet transforma-

tion. These images were used in ANN for classification. The system was able to

achieve an accuracy of 97% on dataset.

2.2.3 KNN and Random Forests

Murugan et al. [23] presented a machine learning based system for classifying

lesions using images dataset. The watershed algorithm was applied for segmen-

tation which increased the precision of the automated system. They compared
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the performance of famous machine learning algorithms such as k-Nearest Neigh-

bor, Random Forests and Support Vector Machines. The results show that SVM

performed well on the dataset.

Authors Feature Extraction Classification Accuracy%
Murugan et al ABCD SVM 89.43
Murugan et al ABCD Random

Forestst
76.87

Murugan et al ABCD kNN 69.54
Praveenkumar
et al

2D-Wavelet ANN 97

Antony et al ABCD ANN 86.66
Hiam et al GLCM, ABCD SVM 92.1

Table 2.2: Machine Learning Methods for Melanoma Dignosis

2.3 Deep Learning based methods for melanoma

diagnosis

The traditional ML methods need hand crafted features which are required for

diagnosis. However, for automatic diagnosis of dermoscopic images data, manual

feature extraction is difficult. User defined and crafted features based approached

have limitations and performance is not optimal if these techniques are utilized.

by learning problem specific features robust automated systems can be developed.

Recently, deep learning is being utilized in the dermoscopy for automated analysis

of images which learns useful features without feature engineering. In deep learn-

ing , features are extracted automatically, so models have robust and improved

performance.

2.3.1 2D Convolutional Neural Networks and Transfer Learn-

ing

Many authors have used convolutional neural networks and different pretrained

neural networks for feature extraction and dermoscopic image classification tasks.

Due to the automatic feature extraction methods these algorithms are very popular

among different computer vision researchers

The most related and recent work in Acral melanoma diagnosis was done in their

work [39]. Where the researchers from Korea applied a CNN on a dataset which

was obtained from their university hospitals. They got 750 images from different

people out of which nearly half of the images were of Acral Melanoma and rest
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of the images were of acral benign nevi. They used augmentation and transfer

learning approach to train the CNN model. VGG16 was used as pretrained model.

Their model got 80% accuracy, 92% sensitivity and 75% specificity.

A CNN was developed and implemented to investigate whether a CNN can be

used to detect Acral Melanoma and help physicians in the early detection [19].

They trained a CNN on dermoscopic images of benign nevi and acral melanoma

along with some intermediate tumors. The ResNet 50 was used as pretrained

convolutional neural network for feature extraction and images were preprocessed

to increase the accuracy. Their results showed that a CNN can help the physician

in the early detection of the acral melanoma so it can be further avoided. A

CNN helped the physician to decide accurately and increased the accuracy of the

physician up to 8%.

The researchers [13] used transfer learning approach to detect the melanoma on

PH2 which is a benchmark dataset for dermoscopic images. They showed that

classification rates can be improved by removing different artifacts in the dermo-

scopic images. They preprocessed images by removing hairs in the images and

used AlexNet as pre-trained CNN for feature extraction. They got 86% sensitivity

and 94% specificity for melanoma detection.

Their [16] study was aimed at comparing the different deep learning architectures

for melanoma detection. They evaluated latest deep learning architectures to de-

tect the melanoma in dermoscopic images. They preprocess images for enhancing

images quality and removing noise from images. The data augmentation technique

was used to reduce overfitting. Their experiments showed that data augmentation

and image preprocessing increase the classification rates significantly. They got

92% accuracy, 93% precision and 92% recall.

This [27] study was aimed to survey the data augmentation techniques for deep

learning. As per their research deep learning needs a huge amount of data to

learn the features. If the data is not enough then overfitting occurs and system

does not work as per the requirement. They categorized the image augmentation

into two groups, image manipulation and deep learning approach. The image ma-

nipulation includes kernel filters, geometric transformations, random erasing and

color space transform. While deep learning included adversarial training, neural

networks and Generative Adversarial Networks. These augmentation techniques

avoid overfitting by enlarging small datasets.

Hosny et al. [13] presented automatic skin lesion classification system using

transfer learning and pre-trained convolutional neural networks. They used three
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datasets MEDNODE, DERM and International Skin Imaging Collaboration (ISIC)

for testing and training in their experiments. They showed that augmentation and

transfer learning can increase the classification rates. They got 87.31% accuracy.

62.02% sensitivity, 79.07% specificity and 73.07% precision on ISIC dataset with

using image augmentation techniques. When they applied data augmentation

techniques the results obtained were 95.91% accuracy, 88.47% sensitivity, 93.00%

specificity and 92.34% precision.

Han et al. [10] used clinical images of malignant cutaneous tumors using a deep

learning method. Their system was able to classify 12 different diseases of skin

cancer. They used Edinburgh, ASAN, MED-NODE dataset for training which

consisted of 19,398 images. ASAN, Hallym and Edinburg datasets were used for

validation purposed while ASAN, MED NODE were used for testing system. They

96% accuracy on melanoma detection using ASAM dataset and 88% accuracy on

Edinburgh dataset. Their system was also used to detect other cancer types such

as basal cell carcinoma etc and their accuracies were between 83% and 90%.

In their experiments [5] the deep learning system outperformed the 136 out of

the 157 experienced dermatologists of the hospitals in a German university. The

results obtained from the system were compared with the board-certified derma-

tologists where the system outperformed 136 out of 157 in melanoma detection

task. They used 12,378 images from the International Skin Imaging Collaboration

2019 dataset for training the deep learning system. Out of these images 100 images

were used to compare the performance of the system with the human experts. For

the purpose of outlier detection, they utilized Local Outlier Factor (LOF) method.

The specificity of the deep learning system was 86.5% as compared with the hu-

man experts who got only 60%. The sensitivity was also 74.1% for both, doctors

and deep learning system.

In this work [7] they demonstrated classification of skin lesions using single Con-

volutional Neural Network with end-to-end training from images. They trained a

convolutional neural network on 1,29,450 clinical images out of which 3,374 were

dermoscopic images containing 2032 various skin abnormalities. The images were

double the amount of the images as used by the previous researchers in their re-

search work. They used GoogleNet Inception V3 which is pre trained on ImageNet

database. They utilized the transfer learning approach to increase accuracy of the

system. Three divided the whole problem in three classes where CNN achieved

72.1% accuracy as compared to the two expert dermatologists who got 65.56%

and 66% accuracy respectively.

In another [11] research utilized the region based CNNs to localize the keratinolytic
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skin cancer on face. This system was trained on 1106886 images to detect and

localize the cancer on faces. The dataset used in the research was obtained from

Korean national hospitals. They found that deep learning might be utilized to

diagnose the skin cancer and it can be localized using a region-based classifier.

Besides this 1570 dermoscopic images were collected from 386 patients and other

clinical images were used from MED-NODE dataset. They got an AUC (Area

Under Curve) of 0.910 along with 89.2% sensitivity and 77.9% specificity.

Li et al. [20] proposed three methods based on deep learning for skin lesion anal-

ysis. These were: lesion segmentation, lesion classification and feature extraction.

The deep learning method which compromised of two fully convolutional residual

network was utilized to extract the lesion segmentation and classify the lesion.

ISIC-2017 dataset of dermoscopic images was used for evaluation of the system.

Data augmentation was used to increase the accuracy.

Salido et al. [32] proposed the system which preprocesses the images by removing

unwanted objects such as hair and then segmenting the skin lesion automati-

cally. After removing artifacts and noise from the images they developed a deep

convolutional neural network which was applied on both images, processed and

un-processed. Their experiments showed that the processed images demonstrated

a great classification accuracy. They achieved 93% accuracy and sensitivity in

84-94% range

Fatma Sherif et al. [34] also used DCNNs for detection and categorizing of the

melanoma. They used the ISIC challenge 2018 dataset to train the system. The

system was tested and validated on the same dermoscopic images dataset. They

got 96.67% accuracy for melanoma detection tasks.

Halil et al. [37] used latest deep learning algorithm for melanoma detection. YOLO

(You Only Look Once) and GrabCut algorithm was used to detect and segment

the melanoma affected body parts. The YOLO is used for detection purposes

which has great detection results. It’s very fast and computationally inexpensive.

After this GrabCut algorithm was applied to segment the detected area on image.

They used ISIC 2017 dataset and got an accuracy of 93.39%

To automate the melanoma detection Li et al. presented a deep learning method

using an enhanced R-CNN. Mask R-CNN used Faster-RCNN for detection pur-

poses and then Fully Convolutional Network (FCN) is used to produce the seg-

mentation mask of the detected object. They have used ResNet 101 as baseline

model with ImageNet pretrained weights on HAM1000 dataset. They achieved

78.3% accuracy on testing images from the HAM1000 dataset.
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In this work the researchers diagnosed the malignant cancer of lip. The dataset

was obtained from Seoul National University. They trained a deep convolutional

neural network using transfer learning where they applied Inception ResNet V2 to

fine tune their model. Their model showed an accuracy of 82% and sensitivity of

75% whereas the 80% specificity was achieved.

In this work [38] researchers presented an algorithm which was able to differentiate

the ridge and furrow patterns of lesions on acral areas for acral melanoma detec-

tion. They used image processing techniques to classify the pattern in dermoscopic

images. They utilized the width ratio of bright and dark patterns in dermoscopic

images and used this information to classify the image. Nearly 300 images were

used and they got 99.7% accuracy with a sensitivity and specificity of 100% and

99.1% respectively.
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Following table presents an overview of deep learning based methods used for

melanoma classification using dermoscopic images dataset.

Authors Method Classification Accuracy%
Yuan et al(2017) Conv-Deconv Net-

work
Melanoma 93.40

Yang et al(2017) Ridge and Furrown
Pattern

Acral Melanoma 99

Codella et
al(2017)

Ensemble Learning Melanoma 85.50

Sarjar et
al(2018)

Residual ConvNet Melanoma 99

Yu et al(2018) VGG16 Acral Melanoma 83
Julie et
al(2018))

AlexNet Melanoma 86

Li et al(2018) CNNs Melanoma 82
Salido et
al(2018)

Deep CNN Melanoma 93

Kassani et
al(2019)

ResNet-50 Melanoma 92

Hosny et
al(2019)

AlexNet Melanoma 87

Sherif et
al(2019)

Deep CNN Melanoma 96.57

Kassani et
al(2019)

Deep CNNs Melanoma 92

Table 2.3: Deep Learning Methods for Melanoma Dignosis

array
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Research Gap

The prediction of melanoma is not a new research area as we have discussed in liter-

ature review section. However, the classification problem of predicting skin cancer

is now shifting from two class problem of distinguishing between melanoma and

non-melanoma to a far more challenging problem of predicting multiple subtypes

of melanoma and non-melanoma. This research has the potential to be applied in

clinical settings where a physician can not only effectively diagnose melanoma but

also classify the subtypes of of and whether the patient’s melanoma will progress

to metastatic melanoma or not. Early and accurate melanoma diagnosis will help

physicians to make proper and timely decisions for diagnosis and treatment. Based

on the reviewed literature the research gap is identified as followed:

3.1 Melanoma Subtype Classification

The problem of melanoma classification by researchers is limited to two class clas-

sification problem [13]. Various researches worked on classifying melanoma and

non-melanoma. However, a very limited dataset is available for further classifi-

cation of melanoma subtypes and a limited work is done in this field. In this

research, the objective is to classify the melanoma in its further subtype which is

acral melanoma (AM).

3.2 Dermatoscopy technique

Various invasive and non-invasive techniques are being used to diagnose the melanoma

[8]. For example researches have used digital images [10] in classification of

melanoma vs non melanoma cancer. However, with the advancement in optical

imaging technology the new dermatoscopy technique is very useful in early diag-

nosis of skin cancer and its subtypes and it increases the accuracy of the physician

15
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in diagnosing the disease before time which can help in timely decision. In this

research we have used images taken using dermatoscope which can increase the

classification accuracy.

3.3 Automatic Feature Extraction

The traditional machine learning algorithms and techniques required manual fea-

ture extraction which is very difficult and time-consuming process [23]. The clas-

sification accuracy of machine learning algorithms depends on these manually ex-

tracted features. If these features are not accurate and cannot distinguish various

classes then the classification algorithm cannot effectively classify skin lesions.

This manual feature extraction results in limited accuracy. In this research we

have used deep learning-based models which do not require manual feature engi-

neering; hence the classification accuracy increases and a robust automated system

is developed.

3.4 Data Preprocessing Artifacts removal

In the previous acral melanoma detection tasks, raw dermoscopic images are used

in direct classification [39].However, the raw images results in a low classification

accuracy. In this research we have preprocess data and different dermoscopic

artifacts are removed using image processing techniques then these images are

used to train the deep learning models.

3.5 Data augmentation technique

Due to infrequent occurrences of the acral melanoma, a large dermoscopic images

dataset is not available unlike other skin cancer subtypes. ISIC provides dataset

which contains nearly 25 thousand images of different skin cancer but it doesn’t

contain any images related to the further subtypes of melanoma. Recently a

research was done in where they utilized 750 dermoscopic images of AM and BN.

As the deep learning required a large dataset so this small dataset cannot be

used to develop a robust automated system. In this research we have applied

various data augmentation techniques to artificially increase dermoscopic images

and additionally we used transfer learning for development of a robust automated

system.
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Problem Statement

The research objective of research is to study and investigate techniques and ap-

proaches to detect and classify subtype of melanoma skin cancer. The objective

is to make distinction between the normal benign nevus and acral melanoma skin

lesions using dermoscopic images which is mostly neglected by deep learning com-

munity due to non-availability of large publicly dermoscopic images dataset. This

research will assist the dermatologists in early diagnosis of AM so appropriate de-

cisions can be made by doctors and proper treatment can be planned before time.

This problem will be addressed by using image processing methods for the pro-

cessing and analysis of dermoscopic images followed by deep learning techniques

for melanoma subtype classification. The problem statement for this research is

as follows:

There is a plethora of techniques in medical imaging for detection and diagnosing

Melanoma Skin Cancer however, there is no fully automated computational

framework for classifying and diagnosing subtypes of melanoma. This research

presents an automatic end-to-end deep learning based computational model for

automatic feature extraction, AM detection and classification using dermoscopic

images dataset.

17
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Research Questions

There are some research objectives that have been targeted in this research to jus-

tify the problem statement. The first research question is to investigate melanoma

and to identify various subtypes of this disease. Second research question is to

study multiple skin related medical imaging techniques used in literature to an-

alyze and study the AM. Third research question is to study and utilize pre-

processing techniques used to process and analyze dermoscopic images. Fourth

research question is to explore dermoscopic artifacts removal process to enhance

the automated system accuracy. Fifth research question is to determine a deep

learning based classifier that best performs in AM diagnosis and evaluating its

performance on unseen test data. The sixth research question is to determine the

how transfer learning and data augmentation might be helpful when working with

small dataset. The seventh and last research question is to analyze how this au-

tomated system can be used practically in clinical settings to help the physicians

in early diagnosis.

5.1 Research Question 1

What are the multiple sub types of melanoma and what are stages of

this lethal cancer?

Melanoma is a lethal skin cancer caused by melanin producing cells and abnor-

mal growth of these cells which effects a large world population. Researchers

from interdisciplinary fields are interested in finding solutions to deal with this

lethal disease. In computer science domain, this problem has been targeted by

researchers to automate the process of diagnosis, prediction and classification of

the cancer. In current research our primary target is to develop a computational

framework that will help physicians to diagnose, classify and predict disease in

18
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early stages. Melanoma is a skin related lethal cancer, which can be metastasized

and affect the nearby healthy tissues of human body and other organs. For de-

velopment of a better computational model, deep understanding of the melanoma

is required which can be helpful in the later automated diagnosis. The studies

on Melanoma revealed that it is a metastatic disease and computer science re-

searchers have proposed different models to diagnose and treat the melanoma in

early stages.

5.2 Research Question 2

What are different medical imaging techniques used to diagnose melanoma

and its subtypes? What are the advantages and disadvantages these

techniques? Which performs better for early diagnosis of disease?

Early stages of melanoma are diagnosed using various imaging methods such as

Dermatoscopy, MRI, PET, CT, Chest X rays, Ultrasound and various others. In

this research we have investigated the dermoscopic imaging techniques used for

melanoma diagnosis. We have studied how physicians make diagnostic decisions

by manually analyzing dermoscopic images and which features they look for such

as ABCD rule. And how can physicians distinguish between various subtypes of

melanoma disease by manual inspection of medical images? In order to conduct

this research, dermoscopic data related to melanoma subtype was required. We

needed dermoscopic imaging data from multiple cancer patients related to sub-

types of melanoma. For the development of the classification model, small dataset

was acquired. Therefore, we have utilized reliable histopathological confirmed

dermoscopic images of acral melanoma and acral nevus.

5.3 Research Question 3

Which pre-processing techniques are used for dermoscopic images anal-

ysis and images enhancement? How to prepare these dermoscopic im-

ages for classification?

The collected raw dermoscopic images data requires pre-processing in order to

remove noise and be able to perform further analysis followed by the final classi-

fication step. Pre-processing is an important step that involves various methods

to transform images. This reduces noise and improve images quality. This results

in increase of accuracy of computational model. Some of the pre-processing tech-

niques for dermoscopic imaging data include remove non-lesion areas, brightness

correction, resizing to a standard size for respective deep model and cropping high

resolution images for computational friendly algorithm, etc. In this research, we
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have investigated different techniques based on OpenCV and python tools available

for image preprocessing, cropping and preparation.

5.4 Research Question 4

What are dermoscopic images artifacts removal techniques used for dis-

ease analysis? What are recent trends in deep learning for artifacts

removal using image processing?

The raw dermoscopic images data which contains artifacts and these should be

removed before classification. Some of the common dermoscopic images artifacts

include hair, black frames, ruler markings, and other markings performed by physi-

cian to detect and localize the skin lesion manually inspect the skin lesions. These

artifacts are not recognized by the deep learning algorithm hence these must be

removed before final classification step. These artifacts affect the performance of

the classifier. To remove these artifacts, in this research we have used various

image processing techniques such as segmentation, cropping, hair removal and

various thresholding techniques to remove unwanted artifacts in order to enhance

the performance of automated classifier.

5.5 Research Question 5

What classification algorithms are being used to for Melanoma? Which

classifier can give optimal performance? What will be the output of the

classifier? How to evaluate the classifier’s performance?

Our problem in this research is a supervised binary classification problem. Sta-

tistical feature extraction along with machine learning algorithms have been used

by researchers for Melanoma classification. Much of the work in this field is for

two class problems where a learning algorithm learns to differentiate a healthy

and cancerous skin lesions. Our aim in this research is to implement classification

techniques to distinguish subtypes of melanoma i.e. AM. In literature and indus-

try, various deep learning methods are being used to classification tasks. We have

implemented different types of deep learning algorithms and network architectures

for classification. The input to the deep learning network was a pre-processed skin

lesion and true labels. The labels represent the stage of disease such as AM and

BN. Several experiments were performed by tuning hyper parameters to identify

best classification model. The final classification model was then used to make

predictions on unseen data. The output of the prediction is the label representing

the subtype of melanoma cancer. The model performance was evaluated on unseen

dataset data using various statistical classification metrics.
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5.6 Research Question 6

How transfer learning and data augmentation might be helpful when

working with small dataset of dermoscopic images?

Many computer vision tasks include a large dataset such as COCO and ImageNet

which are good for development of a classifier as deep learning requires a huge

amount of data to learn useful features. However, in medical domain a large

publicly available datasets are not available easily due to privacy concerns. To

overcome this issue many researchers have used transfer learning which is a learning

paradigm in which features learned by a classifier are transferred to another task.

To tackle small dataset issue in medical imaging domain researchers, use this

transfer learning technique to overcome the data problems. In this research we

have utilized various latest pre trained deep neural network architectures such

as AlexNet, MobileNet V2 and ResNet-18 for classification of skin cancer lesions.

Additionally, we have applied different data augmentation techniques to artificially

increase the dataset for development of a robust classifier.

5.7 Research Question 7

How this automated system can be used practically in clinical settings

to assist the physicians in diagnosis?

Cancer is the lethal disease worldwide. According to the recent research and

survey an estimated 1.8 million new cancer cases will be diagnosed in US. A total

of 606,520 cancer deaths are expected in the US in 2020 [1]. Skin cancer is a kind

of cancer which affects the skin. In US more than 5 million skin cancer patients are

diagnosed [1]. One of most lethal kind of skin cancer is melanoma. It contributes

to the 4% of deaths worldwide [2]. Melanoma is responsible for nearly 10,000

deaths a year in US alone [1]. Out of these 10,000 deaths nearly 5% deaths are

due to acral melanoma. It has largest impact on quality of life. The diagnosis

and prognosis of acral melanoma is hard due to various reasons and researchers

are using automated AI powered systems to help in early diagnosis This research

can contribute to lower the disease burden and costs due to melanoma and its

subtypes. Melanoma disease can be effectively diagnosed in early stages, so that

suitable medical treatments can be made by physicians. These timely and early

treatment can increase patient’s survival results.
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Research Methodology

Our method consists of various steps and procedures including pre-processing,

artifacts removal, data augmentation classification and prediction. Dermoscopic

images data has been acquired from a well-known South Korean university hos-

pital. Image processing methods have been applied to remove noise from images.

Deep learning approaches have been used for classification of AM. A flow chart of

methodology is given in figure

Figure 6.1: Proposed Methodology for AM Detection

In deep learning algorithms the features are automatically extracted and improved

accuracy and performance can be been achieved. In deep learning process the first

stage is to image data acquisition in case of image classification. Before training

22
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the classifier, the raw images are preprocessed so only relevant features can be

learnt by deep learning classifier. After the preprocessing these images are fed to

classifier and ground truth labels are provided to learn the mapping from features

to their corresponding labels. Final step in the prediction or inference in which

the learning model is validated on unseen data. Because of the automatic feature

extraction , this research targets the use of various deep learning algorithms for

automatically extraction of feature as well as classification. The rest of the chapter

discusses the details of various steps of research methodology.

6.1 Data Acquisition

Firstly, dermoscopic imaging [30] data related to melanoma disease has been ac-

quired. Various databases provide large images datasets in melanoma and other

skin cancer that contain imaging data related to melanoma in various modalities

such as dermoscopic images, clinical images, and digital images.

Figure 6.2: Benign Nevus Sample from Acral Melanoma Dataset

We utilized 724 dermoscopy images which were collected by the Severance Hospital

in South Korea [39]. Out of these 724 images 350 were from acral melanoma

patients and 374 images were benign nevus patients. Out of all these images
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632 images were taken by the DermLite Cam and 92 images were taken through

Dermlite hybrid II connected to a Japanese Nikon digital camera. All diagnoses

are histopathologically confirmed.

Figure 6.3: Acral Melanoma Sample from Acral Melanoma Dataset

6.2 Data Preparation

The dataset of images was divided into train, validation and testing where seventy

percent (70%) images were used to train the algorithm and twenty percent (20%)

images were used for validation while 10% images were used to test algorithm on

unseen images.

6.3 Data Preprocessing

The raw dermoscopic images are high resolution images which can be very com-

putationally expensive. To overcome this issue theses images were preprocessed

so a computationally friendly algorithm can be developed. The region of interests’

(ROI) were extracted using an automated python script. The images were copped

from center so that skin lesion to be classified was in the image. Then these images

were resized to standard size for model training.
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Figure 6.4: Dermoscopic Artifacts: Row 1: (i) normal image (ii) dark corner
artifact (iii) skin hair artifact. Row 2: (i)color chart artifact (ii) ruler marker

artifact (iii) ink marker artifact (Source: ISIC archive)

6.3.1 ROI Extraction

In this first step to develop a computational friendly algorithm the ROI of the skin

lesion was detected. As most of the ROIs were in the center of a high-resolution

image so these images were used to detect and extract the ROI using automated

python script [20].

Figure 6.5: ROI Extraction Steps

6.3.2 Artifacts Removal

The raw dermoscopic images contain several artifacts which may lead to poor

performance [40]. The deep learning models automatically learns the features

from input data and if the data is clean the features learned by the model will
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Model Accepted Input Size Input Size Used
ResNet-18 224 224
AlexNet 256 256
MobileNet V2 128,224 224
Deep ConvNet 128,224 224

Table 6.1: Image Input Size for Deep Learning Models

be good for classification otherwise the performance decreases when the input

images are not clean. Some of the artifacts found in dermoscopic images are black

frames in images, ruler marking, hairs etc. Our data comes from acral areas of

body where there is not much hair so we did not face any problem caused by the

hairs but some images contained black frames and ruler marking on the ROI of

skin lesion image. So, these were removed using cropping and image processing

techniques. Image inpainting algorithms found in popular computer vision library

i.e. OpenCV were used to remove the artifacts on images. The unwanted pixels

in skin ROI were replaced by the neighboring pixels of image ROI i.e. AM or BN.

This process helped in further cleaning of images.

6.3.3 Cropping

The detected ROI was cropped so that the non-lesion area of skin can be removed

from images for a better classifier. This was done using a small python script which

automatically cropped all the images to obtain a clear ROI image for classification

of the skin lesion. When we used the full images for classification the results were

not satisfactory so we used approach as practiced by [20]. So, we first detected

ROI and used python for automatically cropping of the ROI skin lesion. These

images were fed to classification algorithm. add Image

6.3.4 Resizing Images

To decrease the image size and the cropped patches of images were resized to a

standard size. We have utilized different pretrained deep learning models which

require standard input size to input layer of classifier. For example, ResNet re-

quired input size to be a resolution of 224 by 224 where height and width of image

should be 224. Without resizing these images, we cannot use transfer learning.

So, for the purpose of transfer learning we resized these images to a standard ac-

ceptable input size for various pre trained deep learning models. Following table

summarized the image size used for various deep learning models. These resized

images were fed to deep learning classifier for classification.
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6.4 Data Augmentation

The original dataset contains only 724 images belonging to two classes of AM and

BN which are not enough for a robust deep learning model [27]. For development

of high performance and accurate classifier a large dataset is required. To overcome

this issue, we applied different image augmentation techniques. The images were

rotated to different angels and flipped to artificially increase number of images.

We used a rotation of 90, 180 and 270 degrees to generate new images. Besides

these images transformation we also flipped image upside down and a left to right

flip was also applied for increasing the dataset size. After applying different trans-

formations, we got four times more data than the original dataset. Some of the

sample images are shown in following figure.

Figure 6.6: Images Generated through Data Augmentation

Following table summarized the original dataset and after the transformations

were applied to increase the dataset.

Dataset Total Images AM BN
Original 724 350 374
Augmented 4344 2100 2244

Table 6.2: Data Augmentation Details
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6.5 Deep Learning Models for AM diagnosis

We used deep learning algorithms for feature extraction and classification of AM and BN.

We performed our experiments on three deep learning pretrained ConvNet architectures

to train and evaluate on our preprocessed datasets. First architecture is AlexNet t,

second deep learning network used for this research is ResNet18 and third architecture

used for this research is MobileNet v2. We have also designed and developed a custom

CNN in Keras and Tensorflow for scratch and trained it on preprocessed dataset. The

architectures are discussed in detail in this section.

6.5.1 AlexNet

AlexNet is the CNN, designed by Alex Krizhevsky [17] in 2012. AlexNet authors used

this network and competed in the ILSVRC [6] in 2012. The model achieved a top-5 error

of 15.3%, which was 10.8% lesser than the network on second position. The results of the

network showed that the depth of the network was important for high performance on

Image Classification. Although this was expensive but utilizing GPUs made it feasible.

The network architecture contains total eight layers five of which are convolutional layers

and three fully-connected layers and a SoftMax layer for classification. This architecture

used some special features which helped in improved performance of deep ConvNets. It

used Max-Pooling after convolutional layers and utilized Dropout regularization. Ad-

ditionally, to further train the deep network effectively the non-linear Rectified Linear

Unit was used instead of tanh activation function. This architecture has total 60 million

parameters and contains 65000 neurons in the overall architecture.

Some of the new features added in this network which enhanced performance of this

network are discussed in following section.

6.5.1.1 RELU

AlexNet uses ReLU as a neuron output activation function. It has been shown in various

studies that CNNs which are trained using gradient descent, are trained faster than using

tanh. The equation represents ReLU based function.

f(x) = max (0, x)

6.5.1.2 Multiple GPU Suppourt

AlexNet allows for multi-GPU training. This is achieved by putting half of the model’s

neurons on one GPU and the other half on another GPU. This can decrease the training

time and large deep networks can be trained much faster.

6.5.1.3 Overlapping Pooling

AlexNet used overlapping pooling which resulted in a drop of 0.5% error. This exper-

iment showed that overlapping pooling can also be used to handle overfitting of large
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neural networks. Although CNNs traditionally use simple pooling layers outputs with

no overlapping.

6.5.1.4 Overfitting

To handle overfitting in this model the AlexNet model utilized the Dropout and Data

augmentation. This results in the better network which has great generalization ability

to the unseen data. In this Dropout technique each hidden neuron’s output zero with a

certain probability (0.5 in this case). The neurons having zero output will not contribute

in forward propagation or back-propagation. The architecture of original AlexNet is

shown in fig below.

Figure 6.7: Original AlexNet Architecture

6.5.2 ResNet

Residual Network was proposed by the Kaiming et al. [12] back in 2016. A residual

learning technique was developed to train deeper networks. As the deeper networks are

hard to train so this residual method was proposed to train deep networks. The results

indicate that the residual learning based deeper networks achieved better optimization

and high accuracy because of the network depth. ImageNet dataset was used to train

residual networks of varied depth with 152 layers. ResNet won 1st place in the ILSVRC

2015 classification competition having a top-5 error rate of 3.57%. It has been proved

network depth is important to achieve better performance. However, very deep networks

are difficult to train and when network depth is increased it does not result in better

performance and learning. This is caused by the vanishing gradient and exploding

gradient problem. When deep neural network start converging then the accuracy doesn’t

increase. This problem was solved by introducing a residual function. This is visually

shown in following figure .
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Figure 6.8: ResNet Building Block

In plain neural networks , network components are combined to directly learn the pre-

dicted mapping. However, in residual networks, layers are stacked in order to learn

residual mapping. Figure 6.6 shows a building block of a residual learning. The map-

ping function, referred to as H(x), is equipped with a stacked layer where x is input. The

concept of residual learning is hypothesized as if a complex mapping function could be

estimated asymptotically by many nonlinear layers, then the residual function denoted

as F(X) can be calculated asymptotically. The function is given by:

H(x) = F(x) + x

And residual function is:

F(x) = H(x) x (6.4)

Stacked layers directly learn the residual function F(x) instead of learning the original

function H(x). This approach assumes that the residual mapping function is simpler to

optimise than the initial mapping function. The original mapping function is determined

after approximation of the residual function as H(x) = F(x) + x. This mapping function

F(x)+x is realized in a feedforward neural network as a residual shortcut relation and

performs element wise addition. Additionally, these networks can be trained easily using

backpropagation based on SGD.
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Figure 6.9: Original ResNet-18 Architecture

We used the 18-layer ResNet in this analysis. The network architecture is shown in

Figure 6.7. The network comprises 18 layers, 17 are convolutionary layers and a fully

connected layer. The convolution layers perform 3x3 filtering and the network is designed

to allow the layers to have the same filters if the output feature map is the same size.

Filters are doubled in the layers, however, if the output function map is halved. Phase 2

Convolution layers conduct sampling down. Finally , the average pooling is accompanied

by a fully connected layer with a 2-way SoftMax layer. Residual shortcut links are put

between layers in the network. There are two types of connexions. The first type of

connections, denoted by solid lines, is used when the input and output dimensions are

identical. The second types of connections, shown by dotted lines, can be used when

the dimensions are increasing. This type of connexions still performs identity mapping

but with step 2 zero padding for extended dimensions. The 18-layer ResNet contains

1.8 billion FLOPs.

6.5.3 MobileNet V1

MobileNet is more suitable architecture for mobile and embedded vision applications.

MobileNet is a convolutional network architecture developed by by analysts at Google

in April 2017 [14]. A few features make MobileNet awesome’ small, fast, remarkably

accurate, easy to tune for resource with accuracy. MobileNet requires less and can be

trained very quickly as compared to traditional CNN, as well as it is simple to tune and

provides more accurate classification results comparing to CNN. In this study we used

image input size of 224*224* 3 with three channels RGB.

In MobileNet the traditional convolutional layers are replaced with depth wise separable

convolution. The job of the convolution layer is divided into two sub-tasks: first, there

is a depth-wise convolution layer that filter the data, and then a 1-by-1 (or point-wise)

convolution layer that incorporates the filtered values to create new features.

The depthwise and point wise convolution together forms “Depthwise Separable Con-

volution”. These are more like traditional layers but are faster than the traditional

layers.
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Figure 6.10: Depthwise Separable Convolution Block - MobileNet V1

MobileNet ’s complete architecture includes a 33 convolution as the first layer, followed

by a 13-fold convolution of the above building block. There are no pooling layers between

these separable blocks of depth.

Conversely, a few of the depth-wise layers have a step of 2 to reduce the spatial dimen-

sions of the data. If this occurs, the number of output channels is also multiplied by

the corresponding point-wise sheet. If the input image is 224*224*3, the output of the

network is 7*7*1024.

Like other modern architectures, convolution layers are accompanied by batch normal-

ization. The activation feature used for MobileNet is ReLU6. It’s just like regular ReLU,

but prevents the activation from getting too large:

y = min (max (0, x), 6)

In MobileNet, there is indeed a global average pooling layer at the top , followed by a

fully-connected classification layer or equivalent to 1 by 1 convolution, and a SoftMax

layer.

6.5.4 MobileNet V2

MobileNet V2 [33] also utilizes depthwise separable convolutions, but its modified main

building block have changed like this:
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Figure 6.11: Bottleneck Residual Block - MobileNet V2

There are three convolutionary layers in one block. The last two are a depth-wise

convolution that philtres the inputs, followed by a 11 point-wise convolution layer. But

this 11 layer has a different task now.

The point-wise convolution of MobileNet V1 either holds the number of channels the

same as doubled. MobileNet V2 makes the number of channels smaller. This layer is

also often called a projection layer, since it projects high dimensional data onto a small

dimensional tensor.

The first layer is the newly implemented block technique. This is a 11 convolution,

too. It extends the channels in the data before heading to the deep convolution. This

expansion layer thus includes more output channels than input channels. It’s the reverse

of the layer of projection. The expansion of data is regulated by the expansion factor.

It’s one of those hyperparameters. The default expansion factor for this is 6.

The second addition to the MobileNet V2 building block is the residual link that func-

tions just like ResNet. This prevents the gradients from being too small or too high.

Each layer has a batch normalisation and an activation feature for ReLU6. However,

the activation function is not applied to the projection layer output. The complete Mo-

bileNet V2 architecture consists of 17 new building blocks consecutively followed by a

standard 11 convolution, the global average pooling layer and a classification layer

6.5.5 Deep ConvNet

For further experimentation we developed a custom CNN from scratch to do know how

a CNN from scratch will perform on the smaller dataset. In this section the ConvNet is



Chapter 6. Research Methodology 34

Figure 6.12: Original MobileNet Architecture

discussed in detail.

CNN is the variants of neural networks [18]. It derives its name from the type of hidden

layers it contains. The layers of a CNN consist of convolutional layers, pooling layers,

fully connected layers, and normalization layers. A typical CNN for image classification

can be shown in the figure

Figure 6.13: A typical CNN for Object Recognition

The features from images or data are extracted using convolution and pooling operations

and ReLU is used as activation function. These layers are followed by the fully connected

layers and classification layer.

6.5.5.1 Convolution Layer

Mathematically, the convolution procedure is the summing up of the element-wise prod-

uct of two matrices. Convolutional layers transform the input to the philtre and transfer

the output to the next layer, which is close to the neuron response in the visual cortex.

Each convolutionary neuron processes data for its receptive field only. Completely linked

neural feed-forward networks can also be used for the extraction of features, but it is not

realistic to extend this architecture to high-dimensional data such as images.There will
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have to be a large amount of neurons. The convolution operation solves this problem by

reducing the number of free input data parameters that allow the network to be deeper

using fewer parameters. The convolution operation is given by:

equation

Figure 6.14: Convolution Operation

6.5.5.2 ReLU

ReLU stands for rectified linear unit. ReLU is most widely used neural network activa-

tion function, it is given by: f(x) = max (0, x)

Figure 6.15: Rectified Linear Unit (ReLU)
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6.5.5.3 Pooling Layer

The pooling layer looks at large areas of the image and collects the aggregate statistic

of each region to make the n / w invariant for local transformations. The two most

common aggregate functions are max pooling and average pooling,

Figure 6.16: MaxPooling 2D Operation

6.5.5.4 Fully Connected Layer

The output of the pooling layer is flattened in order to form a large vector. Consists of

a SoftMax activation feature. This layer generates a probability ranging from 0 to 1 for

each classification mark.

Figure 6.17: Fully Connected Layer

6.5.6 Custom 7 Layer Deep ConvNet

In this study we developed a Custom CNN with seven layers. Five of these layers are

convolutional layers and 2 fully connected layers. We used MaxPooling after every con-

volutional layer. The outputs from convolution layers were normalized using Batch Nor-

malization layers. Non-Linear activation function ReLU was used as activation function.
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Input to this network is a 224*224*3 RGB image. The first layer applies eight convolu-

tional filters with a size of 3*3. After this convolution operation Batch Normalization

is applied to normalize the input. This serves as regularization sometimes and increases

network learning speed. ReLU is applied after this followed by 2*2 MaxPooling. This

block is repeated four times. However, we increase the number of convolutional filters

to 16, 32, 64, 128 in successive layers. After the final network block the output from last

convolutional block is flattened to form a 256 neuron fully connected layer followed by a

2 neuron fully connected layer. At the final layer SoftMax layer is applied to classify the

inputs into predicted labels. Dropout is applied to reduce overfitting where 0.3 is used

as probability value. Data augmentation is also applied to handle overfitting in the net-

work. Our network contains total 919,346 parameters. SGD was used as optimization

algorithm and Categorical Cross Entropy was used as Loss Function to be minimized

during the training process. The architecture of the network is shown in following figure.

image

6.5.7 Evaluation Metrics

For evaluating machine learning models in medical datasets different metrics are used

such as Precision or Positive Predicted Value (PPV), Recall or True Positive Rate (TPR),

Area under Receiver Operating Characteristic (ROC) curve and F1-Measure. In clas-

sification problem if dataset is balanced then accuracy can also be used for evaluating

an algorithm. These have been originated from the field of Information Retrieval. They

are often used binary classification problem where classifier predictions are summarized

in confusion matrix. The confusion matrix contains the actual and predicted results of

a classifier.

6.5.7.1 Accuracy

Accuracy [24] is calculated using following formula

Accuracy =
TP + TN

TP + FP + TN + FN

In this formula TP refers to true positives, FP refers to False Positives, TN refers to

true negatives and FP refers to False Positives. This is ratio of true predictions and false

predictions by a classifier. As in our case the dataset is balanced and no class imbalance

issue is occurred so accuracy is used as one of our key evaluation metrics.

6.5.7.2 Precision (PPV)

Precision [24] is the ratio of positive predicted values that were actually positives. In

other words, it is number of positive predicted cases which were actually positive in the
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dataset. It is also referred as Positive Predictive Value or PPV. Precision is calculated

using following formula:

Precision =
TP

TP + FP

6.5.7.3 Sensitivty/Recall/True Positive Rate

Recall [24] is the ratio of actual positive cases that were correctly predicted as positive.

It is referred as True Positive Rate or Sensitivity and it is calculated using following

formula:

Recall =
TP

TP + FN

6.5.7.4 F1 Measure

It is the harmonic mean of precision and recall of a classifier [24]. It is defined using

following formula:

F1 = 2× Precision× Recall

Precision + Recall

6.5.7.5 Area under ROC Curve

Receiver Operating Characteristics (ROC) were derived from Signal Processing in Med-

ical Sciences [24]. It has become an assessment criterion by comparing the true positive

rate (TPR) and the false positive rate ( FPR). It takes values between 0 and 1 and

allows you to compare the output of the classifier. If the value is closer to 1 it means

the model is perfect and if it is closer to 0 the output of the model is not good. Lower

classification bound is 0.5 in realistic situations where the classifier can not discriminate.

It is calculated using following formula:

AUC = 1− FPR + FNR

2
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Experiments and Results

This research was conducted to classify the subtype of melanoma using dermoscopic

images dataset. We have used dermoscopic images of AM and BN from Yonsei University

Hospital. We applied various preprocessing algorithms for these images. The details

of the methods and deep learning algorithms have already been discussed in previous

sections. In this section we have provided the experiments details and results we achieved

using different deep learning architectures.

7.1 Dermoscopic Images Dataset

For the training and validation of the deep learning models the dermoscopic images data

was used. The images were preprocessed augmentation were applied using various image

transformation methods. This resulted in a preprocessed and large dataset which was

four times than the original dataset. This dataset was divided into 70% ,20% and 10%

for training, validation and testing respectively. The deep leaning models were trained

using transfer learning technique and evaluated on unseen test dataset.

To train deep learning networks with this data, we need Graphical Processing Unit

(GPU) for faster computation. For this, we utilized a cloud GPU service by Google

known as Google Colab [4]. Google Colab is a free online cloud-based Jupyter notebook

environment that allows us to train large and complex deep learning models on free

GPUs, and TPUs. It provides a single 12GB NVIDIA Tesla K80 GPU with 25GBs of

RAM. Keras and PyTorch [26] were used as deep learning framework. We used python

as programming language. Following table summarizes the hardware and software re-

quirement for our experimental setup.

The details of the experiments have been discussed in detail in the following section.

39
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Software/Hardware Re-
quirement

Specifications

GPU 12GB NVIDIA Tesla K80
Deep Learning framework PyTorch, Keras, Tensorflow
Programming Language Python 3.7.5
Image Processing Library OpenCV 4.1.1

Table 7.1: Software & Hardware Requirements

7.2 Experiments with ResNet-18

We finetuned ResNet which was originally trained on ImageNet database. The origi-

nal network was trained to classify the 1000 categories of images from ImageNet. We

finetuned the last convolution block of the network and trained it on our dataset along

with the classifier to classify our images. The last layer was removed and a classifier was

trained using following parameters. (I)FC layer with 256 units followed by ReLU activa-

tion (II) Dropout 0.4 (III)Final classification layer with 2 units and SoftMax Classifier.

Figure 7.1: Modified ResNet-18 used in this study

The dermoscopic images were used to finetune our ResNet model classify different sub-

types of Melanoma. Images were resized to 224x224 as ResNet accepts the standard

size of this if we want to finetune the ResNet on our dataset. From these images 70%

were used for training and 20% for validation and rest 10% was used for testing on
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unseen data. Initial learning rate was set to 0.001. Stochastic gradient descent (SGD)

with momentum was used, as optimizer where momentum was set to 0.9. Network was

trained up to 25 iterations. A batch size of 32 was used during training. Following Table

summarizes configuration for ResNet Classifier.

Parameters Values
Input Size 224 * 224 * 3
Batch Size 32
Train/Test split 70%,20%,10%
Loss Function Cross Entropy
Optimizer SGD with Momentum
Learning Rate 0.001
Momentum 0.9
Epochs 25

Table 7.2: Training Parameters used for ResNet-18 Model

The results of the classifier are described in the following table

Class Accuracy Precision Recall AROC F1-Score
AM 0.9747 0.9801 0.9701 0.9742 0.9701
BN 0.9448 0.9710 0.9801 0.9734 0.9801
Average 0.9747 0.9720 0.9703 0.9746 0.9702

Table 7.3: Classification Results for ResNet-18 Model

We achieved average classification accuracy of 97.47% and testing loss of 12.2% using

ResNet-18. The training and validation loss and accuracy have been shown in the

following figures 7.4 and 7.5. Finally, the area under the ROC curve and Confusion

Matrix have been visualized in the following figures.

Figure 7.2: Confusion
Matrix for our modified

ResNet-18 Model

Figure 7.3: Area under
ROC Curve for Modified

ResNet-18 Model
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Figure 7.4: Training and Validation Loss Trends for modified ResNet-18
Model

Figure 7.5: Training and Validation Accuracy Trends for modified ResNet-18
Model

7.3 Experiments with AlexNet

In second experiment we finetuned AlexNet which was originally trained on ImageNet

database. The original network was also trained to classify the 1000 categories of im-

ages from ImageNet. The last classification layer was removed and a custom added

classifier was trained using following parameters. (I)FC layer with 256 units followed by



Chapter 7. Experiments and Results 43

ReLU activation (II) Dropout 0.4 (III)Final classification layer with 2 units and SoftMax

Classifier.

Figure 7.6: Modified AlexNet used in this study

The preprocessed dermoscopic images were used to finetune our AlexNet model classify

different subtypes of Melanoma. Images were resized to 256x256 as AlexNet accepts the

standard size of this if we want to finetune this model on our dataset. From these images

70% were used for training and 20% for validation and rest 10% was used for testing on

unseen data. Initial learning rate was set to 0.001. Stochastic gradient descent (SGD)

with momentum was used, as optimizer where momentum was set to 0.9. Network was

trained up to 25 iterations with these hyperparameters. A batch size of 32 was used

during training. Following Table summarizes configuration for AlexNet Classifier.

Parameters Values
Input Size 256 * 256 * 3
Batch Size 32
Train/Test split 70%,20%,10%
Loss Function Cross Entropy
Optimizer SGD with Momentum
Learning Rate 0.001
Momentum 0.9
Epochs 25

Table 7.4: Training Parameters used for modeified AlexNet Model

The results of the classifier are described in the following table
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Class Accuracy Precision Recall AROC F1-Score
AM 0.9619 0.9948 0.9190 0.9573 0.9554
BN 0.9555 0.9294 0.9955 0.9573 0.9613
Average 0.9587 0.9621 0.9573 0.9587 0.9584

Table 7.5: Classification Results for AlexNet Model

We achieved average classification accuracy of 95.87% and testing loss of 12.3% using

this AlexNet pretrained ConvNet. The training and validation loss and accuracy have

been shown in the figures 7.9 and 7.10. Finally, the area under the ROC curve and

Confusion Matrix have been visualized in the following figure.

Figure 7.7: Confusion
Matrix for Modified

AlexNet Model

Figure 7.8: Area under
ROC curve for Modified

AlexNet Model

Figure 7.9: Training and Validation Loss Trends for modified AlexNet Model
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Figure 7.10: Training and Validation Accuracy Trends for modified AlexNet
Model

7.4 Experiments with MobileNet V2

For our third experiment we used MobileNet V2 for our transfer learning process which

was originally trained on ImageNet database. in this experiment for transfer learning

process, the last layer was removed and a classifier was added and trained using following

parameters. (I)FC layer with 256 units followed by ReLU activation (II) a Dropout of

0.4 (III)Final classification layer with 2 units and SoftMax Classifier.

The preprocessed dermoscopic images were used to train this Finetuned MobileNet V2

Model to classify different subtypes of Melanoma. Images were resized to 224x224 as

ResNet accepts the standard size of this if we want to finetune the ResNet on our dataset.

From these images 70% were used for training and 20% for validation and rest 10% was

used for testing on unseen test data. Initial learning rate was set to 0.001. Stochastic

gradient descent (SGD) with momentum was used, as optimizer where momentum was

set to 0.9. Network was trained up to 25 iterations. A batch size of 32 was used during

training. For training the AlexNet and MobileNet same parameters were used but in

case of ResNet-18 we also trained final convolution block. Following Table summarizes

configuration for MobileNet V2 Classifier.

The results of the classifier are described in the following table 7.7
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Parameters Values
Input Size 224 * 224 * 3
Batch Size 32
Train/Test split 70%,20%,10%
Loss Function Cross Entropy
Optimizer SGD with Momentum
Learning Rate 0.001
Momentum 0.9
Epochs 25

Table 7.6: Training Parameters used for MoileNet-V2 model

Class Accuracy Precision Recall AROC F1-Score
AM 0.9190 0.9948 0.9190 0.95 0.9554
BN 0.9555 0.9294 0.9955 0.95 0.9613
Average 0.9581 0.9619 0.95 0.9579 0.9584

Table 7.7: Classification Results for MobileNet-V2 Model

We achieved average classification accuracy of 95.47% using MobileNet V2. The training

and validation loss and accuracy trends have been shown in the following figure.

Figure 7.11: Training and Validation Loss Trends for modified MobileNet
Model
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Figure 7.12: Training and Validation Accuracy Trends for modified MobileNet
Model

Finally, the area under the ROC curve and Confusion Matrix have been visualized in

the following figure.

Figure 7.13: Confu-
sion Matrix for MobileNet

Model

Figure 7.14: Area under
ROC cruve for MobileNet

Model

7.5 Experiments with 7-layered Deep ConvNet

For our last experiment we designed and developed a ConvNet and trained it from

scratch on preprocessed dermoscopic images dataset. The architecture and parameters

used in this model development is described in great detail in previous section. Here

in this section we will discuss the parameters and experiments that we performed. For

development of this mode we used Keras and Tensorflow [1]. For our transfer learning

we used PyTorch for model design and development.
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Figure 7.15: A 7-layers Deep ConvNet used in this study

The preprocessed dermoscopic images were used to train this custom model to classify

different subtypes of Melanoma. Images were resized to 224x224 where each image was

a 2D image with three channels i.e. RGB. From these preprocessed images 70% were

used for training and 20% for validation and rest 10% was used for testing on unseen

test data. Initial learning rate was set to 0.0001 and weight decay factor was reduced by

dividing the learning rate to number of epochs after every epoch. Stochastic gradient

descent (SGD) with momentum was used, as optimizer where momentum was set to 0.9.

Network was trained up to 100 epochs. A batch size of 16 was used during training.

Following Table summarizes overall configuration for our custom-built classifier

Parameters Values
Input Size 224 * 224 * 3
Batch Size 16
Train/Test split 70%,20%,10%
Loss Function Cross Entropy
Optimizer SGD with Momentum
Learning Rate 0.0001
Momentum 0.9
Epochs 100

Table 7.8: Training Parameters used for Deep ConvNet Model

The results of the classifier are described in the table 7.9. We used PyCm [9] for

evaluating results of all models. We achieved average classification accuracy of 91.03%

using our Deep ConvNet. The training and validation loss and accuracy have been

shown in the figures 7.16 and 7.17.
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Class Accuracy Precision Recall AROC F1-Score
AM 0.9100 0.9211 0.8904 0.9096 0.9055
BN 0.9110 0.9008 0.9288 0.9096 0.9146
Average 0.9102 0.9109 0.9096 0.9091 0.9100

Table 7.9: Classification Results for Deep ConvNet Model

Figure 7.16: Training and Validation Loss Trends for our Deep ConvNet
Model

Figure 7.17: Training and Validation Accuracy Trends for our Deep ConvNet
Model
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Finally, the area under the ROC curve and confusion matrix have been visualized in the

figures 7.18 and 7.19 .

Figure 7.18: Confusion
Matrix for Deep ConvNet

Model

Figure 7.19: Area un-
der ROC for Deep Con-

vNet Model

7.6 Comparative Analysis of Developed Deep Learn-

ing Models

In this section we have compared the results obtained from all four deep learning models.

Transfer learning delivers state of the arts results in image classification as the models

are already trained on large ImageNet database so model had learned useful low-level

features which can be transferred to train these models on new datasets.

For medical image analysis large publicly available datasets are limited to some specific

domains. As the melanoma is rare cancer which affects the human skin, so large dataset

is not available to train the automated systems. In addition, our specific task in this

research was to design and develop a ConvNet for AM classification and due to rare and

infrequent occurrences of this subtype of cancer a large public dataset is not available.

However, we have tried to use data augmentation to enlarge our dataset and develop

an effective automated classifier. Although we trained a ConvNet from scratch we got

promising results without using transfer learning.

Following figures compares the results from our classifier and the pretrained ConvNets.

We used Precision, Recall, Accuracy, F1-Score and AROC for evaluation of the models.
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Figure 7.20: Comparison of Classification Results of Deep Learning Models

7.7 Comparison with state-of-the-art

A limited work is done in subtype classification of acral melanoma in literature due to

limited and small dataset as discussed in previous sections. However, we found only two

research projects which targeted the subtype of melanoma detection. One study used

same dataset as we did [39] while other study [19] used over 1000 dermoscopic images of

AM and BN. The dataset used by authors [19] is not publicly available so results cannot

be reproduced or further analysis cannot be done. However, we have compared our

results with these two research works and we found that our results were comparable to

the work done by these authors and can be used for effective classification of melanoma

subtypes.

Study Method Classification Acc %
Hiam et al(2017) SVM Melanoma 92.1
Kumar et al(2018) ANN Melanoma 97
Yu et al(2018) Transfer Learn-

ing
Acral Melanoma 83

Adegun et al(2019) Autoencoder Melanoma 95
This Study ResNet-18 Acral

Melanoma
97

Table 7.10: Results Comparison with state-of-the-art Methods



Chapter 8

Conclusion and Future Directions

Melanoma is a caused by abnormal growth of the skin cells which affect the majority of

population in the world. It has many subtypes which can be fatal if not treated early.

Once it increases the malignant tumors can affect the nearby healthy cells which results

in metastatic melanoma disease where survival rate of patients decreases sharply. Due

to great visual similarity between a benign and a malignant tumor on skin, it becomes

difficult to diagnose the disease in early stages. This visual similarity increases the

chances of misdiagnosis resulting in death of the patient. The traditional methods to

automatically diagnose melanoma are limited to only binary class classification in which

a melanoma is differentiated from a non-melanoma skin lesion. However, the melanoma

has four further subtypes which have poor diagnosis such as acral melanoma.

A computational model for feature extraction, melanoma subtype classification has been

proposed in our research. Dermoscopic images of AM were acquired from Yonsei univer-

sity dataset to distinguish the acral melanoma (AM) from an acral nevus (BN). Different

image preprocessing techniques were used for image enhancement and to make images

ready for deep learning model. The preprocessed models were fed to deep learning

models for classification. These images were used to train three deep learning models

which are AlexNet, ResNet and MobileNet v2. AlexNet achieved 95% accuracy whereas

MobileNet achieved 93% accuracy on unseen test data. ResNet outperformed these two

models and got an accuracy of 97% on test dataset. Additionally, we designed a deep

learning model and trained it from scratch without using transfer learning and achieved

an accuracy of 91% on test data. Analysis of results also shown that classification and

prediction of acral melanoma using dermoscopic images data is challenging but it has

promising results.

In future work, these models can be utilized for further analysis. As we have a small

images dataset, so acquiring a large dataset will help in developing a better classifier.

In medical field, the data sources are usually limited due to privacy concerns, we can
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work on developing deep learning models that can perform better on limited data. Ad-

ditionally, other latest and powerful techniques for data augmentation can be used such

as generating images using Generative Adversarial Networks (GANs). This research

only used 724 images, however more data will result in a high performing automated

system. For further future research, all of the subtypes of melanoma can be targeted

for automatic diagnosis using deep learning methods. This research will help in future

if someone wants to develop an automated diagnosis system for melanoma subtypes.

The future system can have a single deep learning network which will diagnose all the

subtypes of melanoma skin cancer by utilizing an end to end deep learning model.
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